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Abstract: Medical image segmentation is crucial for finding significant areas or characteristics within images, 

exclusively in the field of medical identification. Its importance has grown in recent years, with deep learning-

based segmentation emerging as an operative tool for image exploration. The segmentation of brain images, 

which is required for detecting and treating many brain illnesses, is difficult. This effort emphasises U-Net, a 

deep learning design developed exclusively for image segmentation tasks in brain MRI research. U-Net has 

demonstrated considerable potential for overcoming these obstacles and has been successfully used in the 

segmentation of several brain areas, including the cerebral cortex and subcortical regions. In addition to U-

Net's use in brain MRI segmentation, this research examines the most recent breakthroughs in deep learning 

algorithms for medical image segmentation. 
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1. Introduction 

Precise brain tumor segmentation by employing MRI is a critical primary step in managing and diagnosing brain 

disorders. It plays a key part in the preparation of treatments and surgeries. Whereas manual segmentation procedures 

are inefficient and prone to subjective bias, automated approaches are required to advance efficacy [1] [2]. U-Net, a 

convolutional neural network (CNN) [3] premeditated precisely for the segmentation of medical image, has been 

established to be highly operative due to its encoder-decoder configuration [4]. However, despite its accomplishment, 

segmentation residues challenging since brain tumors can vary greatly in, size, shape and appearance in MRI scans 

[5]. 

Current segmentation approaches often rely on enormous amounts of labeled data samples, and their perfor-

mance can decline when confronted with smaller data samples [6][7]. To address these tests in real-world applications, 

techniques such as data augmentation and more lightweight models are often essential [8] [9]. This training proposes 

enhancing the U-Net architecture by incorporating dilated convolutions [10] and residual connections [11]. These 

alterations are envisioned to advance features extraction and attain higher accuracy of the segmentation for the brain 

tumors. 

2. Literature Review 

With the use of deep learning algorithms, the area of medical segmentation of images has undergone tremendous 

transformation. While U-Net's encoder-decoder architecture allows it to gather both global and local setting, it was 

first described by the authors [12] and has since become the industry standard for medical image segmented. Though 

U-Net has proven successful [13] state that huge annotated data samples are frequently required for it to perform at 

its finest. Simplified topologies including LinkNet, which lower computing needs while still maintaining efficiency, 

are the result of efforts to solve this [14][15]. 
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The authors in [16] [17] suggested residual networks in 2016 as a solution to the issue of vanished gradient in 

neural networks with deep learning. This discovery allowed for more efficient training of deep models, especially for 

Dilated convolutions, which Yu [18] and Ibraheem [19] pioneered around the same time, enabling programs to extract 

additional contextual data from larger areas without requiring the addition of more parameters. This method greatly 

enhanced the model's comprehension of larger regions inside images. 

Furthermore, reduced variations of the U-Net approach may be utilized successfully for brain tumor classifica-

tion, as demonstrated by streamlined patterns as those presented by the researchers in [20] [21]. These mathematical 

models [22] [23] work well regardless of little data augmenting, and they are computational efficient. Moreover, the 

authors in [24] [25] emphasized the need to quantify measuring uncertainty in segmented designs, since this improves 

the dependability of automated systems. This is especially important in healthcare settings when it's critical to make 

precise judgements. 

Notwithstanding advancements in the field, dividing brain tumors remains difficult because of the tumors’ erratic 

diameters and varieties. In order to improve the reliability of brain MRI segmentation of images, this work offers a 

modified U-Net development that blends residual connections with dilated convolutions. 

Main Work of This Paper: 

This paper conducts a simple classification and 2D segmentation of brain tumor images from a data platform, followed 

by classification and preprocessing of the dataset to adjust it, ensuring the images are resized to be suitable for the 

model. 

 The paper explores the residual network model and measures to prevent overfitting of the dataset. Some 

modifications were made to the residual blocks of the residual network, refining the convolutional layers to 

make the 2D segmentation training of brain tumor MRI images more accurate. 

 Based on the author's learning of the U-Net model, understanding of residual concepts, and analysis of the 

dilated convolution principle, the encoding blocks in the U-Net model were slightly improved. 

This article is divided into five sections, described in detail as follows: 

The introduction of the present status of local and international research on brain tumor detection is explained 

in Section 1. Section 2 denotes the relevant research and ends with an outline of the article's structure and primary 

work. Section 3 focuses on deep learning-based techniques U-Net with Modifications for brain tumor identification. 

It also describes the software utilized, the data sources, the programming languages used in the research, and the deep 

learning model's training process. Section 4 presents the project outcomes. Additionally, it emphasizes a few mistakes 

and flaws found in the image segmentation process and summaries the results. Section 5: offers an overview and a 

prognosis. It also describes plans for the next technological advancements and opportunities. 

3. Methods 

3.1 Data Source and Preprocessing 

The Brain MRI Segmentation data samples, which comprise MRI images with tumor locations highlighted, are 

used in this study from the Kaggle database [28]. The dataset encompasses two-dimensional brain MRI slices with 

labels indicating the absence or presence of tumors. Three sets of data samples were created: one to be used for training 

(70%), one for validation (15%), and one to be assessed (15%) [26][27]. 

The preprocessing steps included normalizing, scaling, and using augmentation approaches on the images. The 

MRI images have been reduced to 256 by 256 pixels to uphold consistency and save processing overhead. Methods 

like flipping, rotation, and zooming were employed to artificially enlarge the training database in order to address the 

problem of insufficient data and aid in preventing overfitting.
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3.2 Model Architecture 

3.2.1 U-Net with Modifications 

The primary U-Net design comprises a contracting approach to capture contextual data as well as an expanding 

pathway for exact localization. Two major modifications were unified in the present research: 

Residual Connections: The residual blocks that were familiar to U-Net's contractual path were inspired by the 

authors. By preserving the gradient flow and enabling certain layers to be skipped, these connections help avoid the 

problem of disappearing gradients and augment the model's capability to acquire more complex characteristics. 

Dilated Convolutions: Based on the author’s work, dilated convolutions were added to U-Net's encoder blocks. 

By escalating the receptive field without increasing the computing load, this procedure helps the model improve and 

represent intricate tumor patterns while preserving spatial resolution. 

 

 

Figure 1. U-Net Architecture Diagram 

3.3 Model Training 

The language that was used was Python, and the model building was done via the PyCharm Integrated Devel-

opment Environment. Numerous libraries have been utilised: 

 TensorFlow and Keras for the building of deep learning models; 

 OpenCV for imagine processing; 

 Seaborn and Matplotlib for results visualization; 

 Sklearn for model estimate metrics 

3.4 Training Configuration: 

The model was trained using the Adam optimiser and the binary cross-entropy loss function. The training strat-

egy used a stable learning rate of 0.001 and a batch size of 32 and across 50 epochs. The Dice coefficient was the key 

metric used to measure segmentation precision. 

3.5 Evaluation Metrics 

The presentation of the improved U-Net model was projected by engaging the following measures such as: 
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 Accuracy is the percentage of pixels in the segmentation tumor areas that were correctly recognized. 

 Dice Coefficient: Determined by analyzing the number of overlap among the real and projected tumor 

locations. 

𝐷𝑖𝑐𝑒 = |𝐴| + |𝐵|2 × |𝐴 ∩ 𝐵|                                 (1) 

Where 𝐴 denotes the projected segmentation and 𝐵 optimizes the ground truth segmentation. 

Assessed the model's aptitude to differentiate tumors and reduce false positives using recall and accuracy met-

rics. 

4. Results 

In this section, I will use datasets to train a deep learning model for brain tumor detection. The training process 

of the model is divided into two components. 

In the first part, the model will detect whether a tumor is present in medical images. If a tumor is detected in the 

medical image, the model will proceed to the second part, where it will further locate the specific brain region affected 

by the tumor. 

In the first step, for instance, the model will classify images like those in Figure 1, identifying which images 

contain tumors and which do not. 

 

Figure 2. Tumor Detection Results on MRI Slices 

In the second part, we train the model to perform 2D image segmentation on images containing brain tumors, 

aiming to reduce errors in the segmented images. Figures 3, 4, and 5 show the results after training: the brain tumor 

detection images, the original MRI images, and a comparison with the validation set images. This step is crucial for 

training the model's loss value and accuracy, both of which are critical performance metrics in model training. 
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Figure 3. Comparison of Tumor Segmentation with Ground Truth (1) 

 

Figure 4. Comparison of Tumor Segmentation with Ground Truth (2) 

 

Figure 5. Model Loss and Accuracy Curves over Training Epochs 

Figure 5 shows the final results of the model training. The Train Loss of the model is 0.929, and the Train 

Accuracy is 0.998. It can be observed that there is still a significant gap between the loss value and accuracy, which 

may result in some minor errors in image recognition. Both the loss value and accuracy are crucial parameters for 

training deep learning models, serving as standards to evaluate the overall quality of the model's performance. There 
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is no exact "best" value for loss and accuracy; rather, the goal is to minimize these values within a certain range, with 

a smaller range indicating higher precision. 

The following series of images Figures 6(a), 6(b) and 6(c) show 2D image segmentation performed on the brain 

images of the same patient. The entire brain of the patient was segmented in 2D. The brain was captured in layered 

imaging, producing a series of images. These images were then processed for recognition, and the results were used 

to assess the patient's brain tumor condition. Based on these results, surgical planning for the patient’s brain tumor 

was reasonably arranged. 

 

Figure 6(a). 2D Segmentation of Brain MRI Slice (No Tumor Detected) 

 

Figure 6(b). 2D Segmentation of Brain MRI Slice (No Tumor Detected) 

 

Figure 6(c). 2D Segmentation of Brain MRI Slice (No Tumor Detected 
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From the images above, it can be observed that the brain tumor of the patient did not appear in the 2D images, 

indicating that there is no tumor in that region. The brain tissue cells in the lower half of the patient’s brain have not 

undergone any pathological changes. The brain tumor is mostly located in the upper part of the brain. 

 

Figure 7. Initial Detection of Tumor in Brain MRI 

From this figure 7, brain image onwards, tumor cells are visible, and there is an abnormal appearance of tumor 

cells. It is necessary to determine whether these yellow spots in the 2D segmented images are due to errors generated 

by deep learning. To verify this, subsequent images should be examined to see if the same area also shows yellow 

regions. If these yellow areas are consistently present, it indicates the presence of a tumor in that region. If not, it 

suggests that the yellow spots are errors produced by the deep learning model. 

 

Figure 8(a). Tumor Segmentation in Brain MRI Slice (Detected Tumor 

In this image (Figure 8(a) and the subsequent ones Fgure8 (b), the presence of a large number of yellow areas 

clearly demonstrates that these are not errors, but rather the detected tumor regions within the brain. 
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Figure 8(b). Detailed Tumor Segmentation in Brain MRI Slice 

This series of images reveals the shape of the tumor within the patient's brain. The tumor is entirely located in 

the posterior part of the left hemisphere and is highly irregular. Additionally, there is a possibility that the tumor may 

be infiltrating into the anterior part of the left hemisphere. According to the images, the tumor appears to be minimal 

in the lower part of the brain, suggesting that it may have begun infiltrating the areas around the brainstem. 

Since these 2D segmented images cannot capture the entire brain completely, there is likely to be some error in 

the tumor images derived from these slices. Thus, the tumor representation in these 2D images may not fully reflect 

the entire tumor's extent within the brain. 

 

Figure 8(c). Erroneous Segmentation of Non-Tumor Region as Tumor 

Certainly, the image segmentation is not perfectly executed. In this set of images, some of them incorrectly 

identified the eye area as a tumor. The presence of these two-dimensional images highlights that the loss value from 

the previous model training still needs improvement. It also indicates that the training of the data model is not yet 

sufficient. More training data is needed to refine the model and reduce errors during image recognition. 

6. Conclusions 

This paper is set against the backdrop of the significant achievements of deep learning in various fields and the 

fact that brain tumors present a major challenge in the current medical domain. The main focus is on the automatic 

segmentation of brain tumors using deep learning methods. The uncertainty quantification of deep learning methods 

in the medical field has already been explored previously. Bayesian dropout was used to estimate uncertainty, which 

is more effective for disease detection based on deep learning. Bayesian methods are applied to quantify uncertainty 

in image registration tasks based on deep learning. 
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First, the paper analyzes the research significance and background, introducing the achievements of deep learn-

ing across various fields and its application in brain tumor detection. A brief explanation of brain tumor conditions is 

provided, along with a description of the challenges in current medical brain tumor detection. Next, the basic proce-

dures and methods for brain tumor detection, both domestically and internationally, are summarized. This is followed 

by an introduction to the overall work arrangement in this paper. 

Accurate segmentation of brain tumors, once thought impossible, has now become feasible, offering clinicians 

more precise and useful information for clinical diagnosis. 

7. Future Work Outlook: 

The training dataset used in this paper is still insufficient and needs to be expanded. Since the images used were 

crawled by others, there were some errors during the training process. In the future, the dataset should be further 

processed before conducting model training again. This project experiment is developed based on MRI images, and 

due to the limited data, more accurate model training could not be achieved. In future work, along with obtaining MRI 

images used in the project, CT images of the same patients and their doctors' medical evaluations should also be 

collected to establish a comprehensive database. This would provide better and more complete data for future work. 

Currently, the project only performs image segmentation on 2D images, and the segmentation results are also 

limited to 2D. In the future, if the segmented images are used to construct 3D models, it would provide a more intuitive 

understanding of the shape and condition of brain tumors inside the patient’s head. This could serve as a reference for 

doctors and ensure the accuracy of surgeries. 
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